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ExperimentsMotivation

MTG as Network Pruning

Formulation & Architecture & Optimization
Compared with SOTAs:

We formulate MTG as a fully differentiable pruning problem on an 
adaptive network architecture determined by an unknown 
categorical distribution. Our method exhibits the following features:  

Initialization: Each group connects 
to all the task heads, ensuring full 
exploration of high order task-
affinity.
Convergence: Learn a categorical 
distribution to exclusively and 
uniquely categorize each task into 
one group.
One-shot Training: Simultaneously
prune task heads and train the 
weights of group-specific branches.

CelebA dataset with 9 tasks (CelebA-9)

Key Ideas & Features

Address Multi-Task Learning (MTL) with a large number of tasks by 
Multi-Task Grouping (MTG).
Given N tasks, we identify the best task groups from 2! candidates and 
train the model weights simultaneously in one-shot, with the high-
order task affinity fully exploited.

Architecture & Optimization (for categorizing N tasks into K groups):
Ø Grouped task learning module.  We use K branches in the grouped task 

learning module, each linked to N task heads, optimizing high-order task 
affinity with efficient O(K) training complexity, and further reduce 
complexity with optional group-wise shared layers.

Ø Group identification module. The categorization of N tasks into K groups 
involves learning an unknown categorical distribution, which determines an 
adaptive network architecture and can be optimized jointly with model 
weights in a one-shot pruning problem.

Ø Joint optimization. The discrete categorical distribution is continuously 
relaxed, allowing joint optimization of group identification parameters and 
grouped task learning weights in one-shot using gradients from the task loss. 
The continuous relaxation is facilitated by the reparameterization trick from 
the concrete distribution and the Gumbel Softmax.

Ablation Analysis:

Our Code is 
Released!

https://github.com/
ethanygao/DMTG

• Our proposed MTG 
outperforms two-shot 
methods given the same 
group categorization.

• Our method generalizes
to different backbones 
including CNNs and 
transformers.

One-shot training 
eliminates the objective 
bias between group 
identification and 
model grouped task 
learning.

pruning formulation 
instead of sampling 
group candidates to 
train from scratch

Group identification is 
formulated as learning 
a relaxed categorical 
distribution rather than 
heuristics.

Accuracy Efficiency

Taskonomy dataset with 5 tasks (Taskonomy-9)
Grouping Formulation as Categorical Distribution: 
Ø Each task is exclusively and uniquely belongs to one group.

Ø Learn a set of random variables                               , where        categorize 
task i to group k. 

Ø Continuous Relaxation by Gumbel Softmax.

N Tasks K GroupsFor example, categorize 
N Tasks 
into K Groups

• Our method scales to a 
large number of input 
tasks, i.e., CelebA 
dataset with 40 tasks.


